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Abstract.  Event extraction is an important problem in information extraction 
and NLP. CCKS-2020 Shared Task on small-scale financial event extraction 
raises a challenging scenario on building event extraction systems. To deal with 
the problem of small-scale data and the requirement of adapting to new types of 
events, we propose to use transfer learning on the basis of document-level event 
extraction paradigm. Our method is composed of a BERT-based Event-
classification model and a BERT-based Event-NER models for each type of 
event. We apply transfer learning strategy to the BERT weights of Event-NER 
models and identify the effectiveness via experiments. Our best ensemble mod-
el achieves F1 score of 0.85071 on testing set and ranks top 3 in the competi-
tion.  

Keywords: Financial Event, Event Extraction, Named Entity Recognition, 
Transfer Learning. 

1 Introduction 

Event extraction (EE) is a classic problem in information extraction (IE) and NLP [1]. 
It plays a vital role in natural language processing since it can produce valuable struc-
tured information to facilitate a variety of tasks, such as knowledge base construction, 
question answering, language understanding, etc. 

One promising direction is enhancing the finance-related research performed by fi-
nance analysts. In financial domain, large amounts of announcements call EE for 
assisting people in extracting valuable structured information to sense emerging risks 
and find profitable opportunities timely. 

However, large scale fine-grained annotations on many kinds of financial event 
texts are required for supervised methods to work well. Due to the lack of rich anno-
tated datasets, it is essential to apply transfer learning skills to those powerful super-
vised methods. 
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CCKS-2020 Shared Task on small-sample financial event extraction with transfer 
learning raises a challenging scenario on building an EE system on the financial do-
main. Specifically, the first challenge is that most of the financial texts contain more 
than one event. The other challenge is that the EE model trained on the training events 
set should be able to perform well when transferred to the testing events. There are 
limited additional training examples for testing events, which is much smaller than the 
training set.  

In this work, we propose a transfer learning approach to tackle these two challeng-
es. We introduce BERT weights transfer mechanism to make full use of all the train-
ing data. Experiments are conducted to test the effectiveness of our strategy and an 
ensemble model is finally implemented on the testing set to accomplish the CCKS-
2020 Shared Task and the effectiveness of our approach has been proved accordingly. 

2 Related Work 

2.1 Event Extraction 

Event extraction granularity divides extraction paradigms into two types: (i) docu-
ment-level paradigms which assume that a piece of text refers to a single event [2], 
and (ii) sentence-level paradigms which assume that a single sentence describes one 
or more events. 

Most work in event extraction has focused on the ACE sentence-level event task 
[3], which requires the detection of an event trigger and extraction of its arguments 
from within a single sentence. Previous state-of-the-art methods include Li et al. [4] 
and Li et al. [5], which explored a variety of hand-designed features. 

Also, document-level event extraction has been explored in recent works, using 
hand-designed features for both local and additional context [6,7,8], and with end-to-
end sequence tagging based models with contextualized pre-trained representations 
[9]. 

We use a document-level event extraction paradigm which is composed of Event-
classification and Event-Name-entity-recognition (Event-NER). 

2.2 Dealing with Small-scale Data 

A big obstacle for democratizing EE is the lack of training data due to the enormous 
cost to obtain expert annotations. To tackle this problem, pre-trained language models 
[10,11,12] have pushed performance in many natural language processing tasks to 
new heights. In cases where the target task has limited labeled data, prior work has 
employed transfer learning by pre-training on a source dataset with abundant labeled 
data before fine-tuning on the target task dataset [13,14,15].   

In this CCKS-2020 shared task, we use a pre-trained language model as our base 
EE model. And we remark, instead of complex data-enhancement, such that different 
types of financial events text data can have implicit structure which can be taken ad-
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vantage of by our base EE model pre-trained on a naive NER task on all the training 
events data. 

3 Approach 

Our method is composed of an Event-classification model and an Event-NER model 
for each type of event. We firstly use BERT-based classification model for Event-
classification. Then, combining with the result of Event-classification, we proposed to 
train separate BERT-CRF models for different Event-NER tasks. For different types 
of event, we train separate BERT-CRF models using transfer learning strategy, in 
order to fully utilize all the training examples and deal with the challenge of small-
scale data. We will go into detail of the two part of our method and illustrate our 
transfer learning strategy in the following subsections. 
3.1 Event-classification 

We fine-tune a pre-trained BERT model for Event-classification. The input of the 
model is a sequence that has two special tokens [CLS] and [SEP]. [CLS] represents 
the start of a sequence and [SEP] represents the end of a sequence. BERT model en-
codes all the tokens in the input sequence using multiple Transformer blocks and self-
attention heads. Our model regards the final hidden representation of the first token 
[CLS] as the representation of the whole sequence. Then it uses a linear layer and a 
softmax classifier to predict the probability of each event type. 

 
3.2 Event-NER 

We also fine-tune a pre-trained BERT model for each type of Event-NER. The input 
is a sequence that has been classified as this type of event and pre-processed similarly 
as the Event-classification model. Instead of using the representation of the first to-
ken, Event-NER model feeds the hidden representations of all the word tokens into a 
following CRF layer that models the transition score of this type of Event-NER. For 
all the tokens, CRF layer outputs a score for each event-entity and uses Viterbi algo-
rithm to compute the optimal labelling of the whole sequence.  

 
3.3 Transfer Learning for Event-NER 

For each Event-NER model, it only takes the input that has been categorized as this 
type of event, which makes all the Event-NER models event-specific but also limits 
the amount of training examples. To tackle this tricky problem, we propose to firstly 
train a Base-NER model using all the training examples and then transfer the Base-
NER model to each Event-NER model. The key insight of our method is that different 
types of financial events text data can have implicit structure which can be taken ad-
vantage of. Since the task of Base-NER model and Event-NER models are identical, 
transfer learning can also help fine-tune BERT weights to NER tasks. 

Figure 1 shows how Event-NER models are transferred from the Base-NER model 
in detail. The BERT weights of Event-NER models are initialized using the BERT 
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weights of Base-NER model. However, the CRF weights of Event-NER models are 
not transferred because different types of event have different paradigms, therefore, 
have different NER labels. 

Base-NER model takes all the event NER labels of different types as the base NER 
labels, which enables it to accept all the training examples. More training data implies 
that it is helpful for further tuning BERT weights of Base-NER model. But more NER 
labels also make Base-CRF layer difficult to converge. On the contrary, less training 
examples harm the tuning of Event-BERT weights but helps train Event-CRF layers. 
Our transfer learning strategy takes the advantage of further tuning BERT weights 
using larger training data through transfer and also prevents the transfer of CRF layer 
to avoid the disadvantage of training CRF layer with larger event labels. 

 
(caption: This figure shows an example of our transfer learning strategy. The arrow 
represents how the parameters are initialized. )  

4 Evaluation 

In this section, we outline the experimental setup, our baselines for the task, and the 
influences of our strategies applied on our baseline model. Our final model perfor-
mance beats most of the teams on the CCKS-2020 Leaderboard and ranks top-3 
among all the teams. 

4.1 Dataset 

The training dataset of CCKS-2020 Shared Task on small-scale financial event ex-
traction consists of 2732 labeled examples within 5 types of training event and 820 
labeled examples within another 5 types of testing event. The validation set contains 
163763 unlabeled examples within 5 training types and 60731 unlabeled examples 
within the first 2 testing types. The testing set contains 32879 unlabeled examples 
with in the 5 testing types. Leaderboard A measures the performance on validation 
set, while Leaderboard B measures the performance on testing set. 
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4.2 Evaluation metric 

The task uses F1 score to evaluate the performance of financial event extraction. The 
F1 score is calculated as 

𝐹1 =
2PR
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in which P is calculated as 
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where m denotes the total number of extracted events, n denotes the total number of 
ground truth events and x is a bool number that represents whether the entity is cor-
rect.  
 
4.3 Experimental Setup 

We use RoBERTa-wwm-ext-large1 as the pretrained BERT model for both Event-
classification model and Event-NER models. For Event-classification model, the max 
sequence length is 256, the batch size is 8 and the learning rate is 2e-5. For all the 
Event-NER models, the max sequence length is 400, the batch size is 8 and the learn-
ing rate is 5e-5 with learning rate decay strategy applied. 

We also ensemble Event-NER model to further improve the performance of our 
model. Specifically, we train 10 Event-NER models with different random seeds for 
each type of event and merge the output of the 10 models via voting. Since we use 
document-level event extraction paradigm for this task, the extraction of trigger entity 
is error-prone. Therefore, we statistically post-process the output of Event-NER mod-
els to revise the trigger entity. 

 
4.4 Result 

We compare the performance of three versions of our method, Base model, Base-
transfer model and Base-transfer-ensemble model. Particularly, Base model is com-
posed of the Event-classification model and the Event-NER models for each type of 
event without transfer learning. Base-transfer model applies transfer learning and 
Base-transfer-ensemble model applies transfer learning as well as model ensemble. 
The three model save the best weights through testing on a hold-out set, which is 
separated from the training examples.  

Table 
 Validation Set (F1) Testing Set (F1) 
Base 0.67215 0.81798 
Base-transfer 0.69007 0.84354 

 
1 https://github.com/ymcui/Chinese-BERT-wwm 
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Base-transfer-ensemble -- 0.84906 
As shown in Table 1, Base-transfer model outperforms Base model significantly on 

both sets, which proves the effectiveness of our transfer learning approach. Although 
we did not implement model ensemble on validation set, the performance of Base-
transfer-ensemble on testing set also shows its effect. The best result on validation set 
is 0.69406 and the best result on testing set is 0.85071. The best model uses all the 
training examples for each type of event to train Event-NER models and save the 
weights after 15 epochs, instead of saving the best weights via a hold-out set. The best 
results rank top 3 in both leaderboards. 

5 Conclusion and Discussion 

Our final system of the CCKS-2020 Shared Task on small-sample financial event 
extraction with transfer learning is a novel solution dealing with the multi-events and 
small-scale challenging scenarios. We present a simple and easy-to-implement trans-
fer learning strategy to improve the performance of the EE model on financial text. 
We conduct experiments to identify the effect of the strategy and implement an en-
semble model on testing set to further improve the performance for the competition. 
The final submission result of our final model on testing set ranks top-3 among all the 
team submissions on the CCKS-2020 Leader board. 

The key insight of our transfer learning strategy is that different types of financial 
events data can have similar implicit structures. Transfer learning would help BERT 
weights adapt to new tasks and new type of events. Following this, in the future, we 
will focus on further pre-training domain-specific BERT weights for different domain 
and tasks. 
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