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Word Embeddings	
�

¨  Definition 
¤  Compact, Real-valued, Low-dimensional vector representations  
¤  Example 

n  𝐸𝑚𝑏(计算机)=[0.12,    0.26,    …,    0.09] 
n  𝐸𝑚𝑏(电          脑)=[0.14,    0.14,    …,    0.10] 

¨  Learning Architectures 
¤  Context-Predicting Models 

n  Neural Network Language Models (NNLM) 
n  Skip-Gram Model 

¤  Context-Counting Models 
n  LSA, CCA, etc. 

𝑒.𝑔.  50𝑑𝑖𝑚	
�
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Learning Sense-specific Word Embedding  
by Exploiting Bilingual Resources	
�



Approach	
�

¨  Represent words with sense-specific embeddings 
¤ Word sense induction using a bilingual approach 
¤ Train embeddings on the sense-tagged corpus 

¨  Applications 
¤ Word similarity evaluation of polysemous words 
¤  Incorporating sense-specific embeddings to sequence 

labeling tasks (e.g. Named Entity Recognition) 
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Method --- Learning	
�

¤ Word Alignment 
¤ Extract the translation words via bidirectional 

translation probability 
¤ Cluster the translation words using their embeddings 

n Affinity Propagation (AP) clustering is used, for 
automatically determine the cluster number 

¤ Cross-lingual Sense Projection 
n Tag the words in source language with its sense cluster 

¤ Train embeddings using RNNLM (recurrent NNLM)	
�



Case	
�

② Cluster

Monolingual
sense-labeled data

罪犯 终 被 制服 #21

身穿 制服 #1 的 警察2

她 制服 #2 了 窃贼3

他们 身穿 中国 生产 的 制服 #14

……5

③ Project

① Extract

④ RNNLM

Bilingual data
(E: English, C: Chinese)

E: The criminal is subdued at last
C: 罪犯 终 被 制服

1

E: The policeman wearing uniform
C: 身穿 制服 的 警察

2

E: She overpowered the burglars
C: 她 制服 了 窃贼

3

E: They wore uniforms made in China
C: 他们 身穿 中国 生产 的 制服

4

……5

SL word 制服

Translations

subdue
uniform
overpower
subjugate
vestment
……

uniform
vestment

overpower
subjugate

subdue

制服#1

制服#2

(clothes)

(defeat)

Sense-specific 
word embeddings

< v1
#1, v2

#1, ..., vN
#1 >

< v1
#2, v2

#2, ..., vN
#2 >

制服 #1

制服 #2



Recurrent Neural Network Language Model	
�

¨  Modeling the conditional probability 
¤ 𝑃(w(t+1)|w(t),  h(t−1)) 

¤ Compute: 

¤ U is the Embedding Matrix	
�



Related Work	
�

¨  Huang et al. (2012), Reisinger and Mooney (2010) 
¤ Learning Multiple-prototype Word Embeddings 

n 𝐾 embeddings for each word 

¤ Problem 
n  Ignoring the fact that the number of senses of different 

words are varied.  



Word Similarity Evaluation	
�

¨  A manually constructed Polysemous Word Similarity Dataset 
¨  Measurement 

¤  Spearman Correlation 
¤  Kendall Correlation 

¨  Quantitative Evaluation 

 

 



Word Similarity Evaluation	
�

¨  Qualitative Evaluation: K-nearest neighbors 	
�



Method --- Application	
�

¨  Semi-supervised NER 
¤ Feed the word embeddings as additional features to a 

supervised learning model 
¤ Problem: discriminate the sense of words in NER data 
¤ Solution: 

n A novel Word Sense Disambiguation algorithm based on the 
RNNLM trained previously 



Word Sense Disambiguation based on 
RNNLM	
�

¤ Single-step decision 
n 𝑎𝑟𝑔𝑚𝑎𝑥  𝑃( ​𝑤(𝑡+1)↓​𝑠↑∗  | ​𝑤(𝑡)↓​𝑠↑∗  ,ℎ(𝑡−1)) 

•  Greedy decoding 

•  Beam-search decoding 



NER Evaluation	
�

¨  Model: Conditional Random Fields 

¨  Result:	
�



NER Evaluation	
�

¨  Analysis 
¤ Per-token accuracy of polysemous words and 

monosemous words, respectively	
�



Learning Semantic Hierarchies  
via Word Embeddings	
�



Semantic Hierarchies	
�

Learning Semantic Hierarchies via 
Word Embeddings 
¤ car → automotive	
�

n hypernym: automotive 
n hyponym: car 

¤ manually-built semantic hierarchies 
n WordNet 
n HowNet 
n CilinE (Tongyi Cilin - Extended version) 



Previous Work	
�

¨  Pattern-based method 
¤  e.g.  “such NP1 as NP2” 

n  Hearst (1992) ；Snow et al. (2005)  

¨  Methods based on web mining 
¤  assuming that the hypernyms of an entity co-occur with it frequently  
¤  extracting hypernym candidates from multiple sources and learning to rank 

n  Fu et al. (2013) 



Word Embeddings	
�

¨  Learning Semantic Hierarchies via Word Embeddings 

Mikolov et al. (2013a)	
�



Motivation	
�

¨  Does the embedding offset work well in hypernym–
hyponym relations？	
�



Motivation	
�

¨  Clusters of the vector offsets in training data	
�



Method	
�

¨  Word Embedding Training 

¨  Projection Learning 

¨  is-a Relation Identification	
�



Word Embedding Training	
�

¨  Skip-gram	
�

Mikolov et al. (2013b)	
�



Projection Learning 

¨  A uniform Linear Projection 
¤ Given a word x and its hypernym y, there exists a 

matrix Φ so that y = Φx. 



Projection Learning	
�

¨  Piecewise Linear Projections 
¤  clustering y - x 

 

¤  learning a separate projection for each cluster 

	
�



Projection Learning	
�

¨  Training data	
�



¨  Given two words x and y 
¤  If y is determined as a hypernym of x, either of the two 

conditions must be satisfied.	
�

Condition 1:	
�

Condition 2:	
�

is-a Relation Identification	
�



is-a Relation Identification	
�

¨  Hierarchy Condition (DAG) 	
�



Experimental Data	
�

¨  Word embedding training 
¤ corpus from Baidubaike 

n ~30 million sentences (~780 million words) 

¨  Projection learning 
¤ CilinE  

n 15,247 is-a pairs	
�



Experimental Data	
�

¨  For evaluation	
�

Fu et al. (2013)	
�



Results and Analysis	
�

¨  Comparison with existing methods	
�

Suchanek et al. (2008)	
�
Hearst (1992)	
�
Snow et al. (2005)	
�

Fu et al. (2013)	
�

Kotlerman et al. (2010)	
�
Lenci and Benotto (2012)	
�



Results and Analysis	
�



Demo	
�

¨  http://www.bigcilin.com 	
�
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