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Outline

• New era of QA 
• Answer Detection

– Deep belief network based answer detection 
– Thread segmentation based answer detection in 

Chinese online forums
• Question Generation
• Future works



New era of QA (1)

Watson  2011-2-14 Jeopardy! game 
Single Applications

April 28, 2010, acquired by Apple

演示者
演示文稿备注
Siri is the intelligent personal assistant that helps you get things done just by asking. It allows you to use your voice to send messages, schedule meetings, place phone calls, and more. But Siri isn’t like traditional voice recognition software that requires you to remember keywords and speak specific commands. Siri understands your natural speech, and it asks you questions if it needs more information to complete a task.
Siri uses the processing power of the dual-core A5 chip in iPhone 4S, and it uses 3G and Wi-Fi networks to communicate rapidly with Apple’s data centers. So it can quickly understand what you say and what you’re asking for, then quickly return a response.
Siri is currently in beta and we’ll continue to improve it over time.





New era of QA (2)

Learning from the past:
Answering new questions with past answer

Auxiliary Applications



Deep belief network based 
answer detection 



Motivation

• Automatically detect answer for questions in 
cQA and online forum
– Train one model to work on both cQA and forum 

datasets
– Avoid hand-annotating work 

• Social media corpus
– Feature sparsity
– Low word frequency



Method(1)



Method(2)



Features

• 1,500 dimensional feature vector
– 1,300 most frequent content words based on 

professional dictionary
– 200 function words

• All the features are binary 
– Denote whether a word appears or not



Experiment(1)

• Experiment setup
– Architecture of the Network
– 1500-1500-1000-600 architecture

• Dataset
– Training: 12,600 human generated QA pairs (From Baidu Zhidao)
– Testing: 2,000 cQA pages (from: Baidu Zhidao) & 2,000 forum 

threads (from: http://bbs.cfanclub.net)
• Baseline

– Cosine Similarity
– HowNet based Similarity
– KL-divergence Language Model

• Metrics
– P@1
– MRR



Experiment(2)

• Results and Analysis on forum test set

• DBN based approach outperforms the baseline 
methods

• The model is able to learn semantic relationship 
between QA pairs

• Training data from cQA provide rich information



Experiment(3)

• Results and Analysis on cQA test set

• Our approach obtains a 32.0% 
improvement in P@1 and a 15.3% 
improvement in MRR at least

• Compared to results on forum data, all the 
approaches perform much better



Experiment(4)

• Reasons for the unsatisfying performance of 
the baseline approaches
– The sparsity of the features
– Morphologically different words with the same 

meaning used (especially for Chinese)
– Large amount of words not defined by the 

electronic world knowledge system
– The baseline results indicate that the online 

forum is a complex environment for answer 
detection.



Contributions

• The deep belief network proposed shows 
good performance on answer detection.

• Introduce a novel learning strategy to show 
good performance on both cQA and forum 
datasets.



Thread Segmentation based Answer 
Detection in Chinese Online Forums



Motivation

• Extract large amount of QA pairs from forum
• Using structure information of forum for 

answer detection



Illustration of the 
thread segmentation strategy



Thread Segmentation Example



Workflow

Thread segments

Thread segmentation

Threads

Sentiment analysis

Feature extraction

Features vectors

SVM training

Classification models

Answers

SVM classifier

Positive
Neutral

Negative



Experiment(1)

• Data set
– 1,293 threads (randomly choose from 108,000 

threads in Chinese forum ComputerFansClub)
– Manually annotation



Experiment(2)

• Effect of thread segmentation

Baseline-1: classification based method taking 
only the post position and the authorship as 
the features.
Baseline-2: without segment features



Experiment(2)

• Performance comparison with previous works



Contribution

• Presented a thread segmentation strategy to 
reorganize the posts in a forum thread

• Based on the generated segments, a group of 
new features are taken into the feature 
collection for answer detection

• Applying the segment features, a classification 
based answer detecting approach is proposed. 
The experimental results have shown that our 
approach outperforms the baseline methods



Question Generation



Motivation

• Given answers, generate corresponding 
questions
– Collection large QA pairs as knowledge source
– Broaden the usage of automatically question 

generation
– Use machine learning method to do question 

generation
• Pattern or rule based strategies are current 

mainstream



Solution

• Focus on non-factoid answers
• Three  sub-tasks [Nielsen, 2008]

– Question type determination
– Concept selection
– Question construction



Experiment(1)

• Data Set
– The “Travel" category of Yahoo! Answers. 

• 4 different topics: trip plans, cutting down expense, 
necessary items, and VISA application.

• “resolved questions" with their best answers are 
crawled. 

• Remove answers less than 10 words or containing the 
URLs only

– From each topic 
• 4,500 QA pairs for training
• 100 randomly selected QA pairs for testing.



Experiment(2)

• Results



Future works

• Web-based QA
– Extract answers using the results of existing 

search engine
• Question  queries
• Answer extraction & ranking
• Confidence estimation

• Multi-media QA
– Provide more answer source: image,  audio and 

video
• Social QA

– Find suitable experts to solve users’ questions
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