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Your query
EERB TR

Segmentation

xE ORI AWM o RO D7

Tagging

ZE/vr EX/wn Ffil/ao #M/zp FEsvv $/we Byww 9 /EU

Parse

(ROOT
=
(MNP
(v (NR E[EH))
(we (w0 FHbh )
(VE
(2DVE (2D M)
(2DVE (2D #%))

(ve (vv &)
(ME
(NE (MR #))
(NP (WN #Y)))))

(FU %))



Your query
EEEETEEREZE

Segmentation

=E =¥ oOr =EE WE a9

Tagging

=E/ur EZM/vv ET/vvy BE/NN O mE/aw B/ an

Parse

(ROOT
(IP

(e (N =[E))

(ve (vv &I

(IP
(VB (VY BT
(we (nn EfE) (ww ERE) ow BN )00
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10BREAKTHROUGH
2 TECHNOLOGIES 2013

Geoffrey Hinton [L)eeael!:lin
REEAFEDBN (2006) x
i %%ﬂ(# % BJ':'B:I: With massive
amounts of

computational power,
machines can now
recognize objects
and translate speech
inreal time. Artificial
intelligence is finally
getting smart.

Judea Pearl
REEE (2011FFKEREZ)
EEIERRLT
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Natural Language Processing (almost) from Scratch

Ronan Collobert RONANTCOLLOBERT.COM
NEC Labs Amenica, Princeton NJ.

Jason Weston WESTONBGO0GLE.COM
Google, New York, NY.

Léon Bottou LEONBOTTOU. ORG
Michael Karlen MICHAEL KARLENGGMAIL COM
Koray If[avultcuugluir KORAYECS.NYUEDU
Pavel Kuksa! PKUK3A fC3 RUTGERS. EDI
NEC Labs Amenea, Princeton NJ.

EZIMERIES LEESH
528 R EERBEALMN

Text The cat =at on the mat

Feature 1 o wi u.% (i tﬂ'}.r -
: & =
Feature K -g- wi wi wif 'g-

w
HardTanh 4
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Parsing with Compositional Vector Grammars

Richard Socher John Bauer Christopher D. Manning  Andrew Y. Ng
Computer Science Department, Stanford University, Stanford, CA 94305, USA

richard@sccher.org, horatiocfgmail.com, manning@stanford.edu, anglcs.stanford.edu

Small sets of discrete categories such as
NP and VP does not capture the full
syntactic nor semantic richness of

| inguistic phrases Lexicalizing phrases
or splitting categories only partly
address the problem at the cost of huge
feature spaces and sparseness.

Compositional Vector Grammar (CVG), which
combines PCFGs with a recursive neural
network that learns syntactico—semantic,
compositional vector representations.

The CVG improves the PCFG of the Stanford
Parser by 3.8% to obtain an F1 score of
90.4%. 1t is fast to train, about 20%
faster than the current Stanford factored
parser.

Discrete Syntactic — Continuous Semantic
Representations in the Compositional Vector Grammar

(riding a bike,VP,@®)

(a bike,NP,C3))

(ridingV,@®) (a,Det@@)  (bike,NN,E®)

Figure 1: Example of a CVG tree with (cate-
gory,vector) representations at each node. The
vectors for nonterminals are computed via a new
type of recursive neural network which is condi-
tioned on syntactic categories from a PCFG.
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http://turing.cs.washington.edu/index.htm

About the Turing Center

The Turing Center is a multidisciplinary research center at the University of Washington, investigating
problems at the crossroads of natural language processing, data mining, Web search, and the Semantic
Web.

The Center was established in May 2005 with a multi-million dollar gift from the Utilika Foundation, which is

augmented by federal research grants and contracts from the National Science Foundation, the Office of

Maval Research, the Defense Advanced Research Projects Agency, and the Intelligence Advanced Research
Projects Activity as well as support from Google and the Washington Research Foundation.

The Center's current federal research support comes from ONR grant NO0O014-11-1-0294, and AFRL
contracts FA8750-13-2-0019, FAS650-10-C-7058, and FAB750-09-C-0179. Previously the Center had been
supported by NSF grants II5-0803481, II1S-0535284 and I115-0312988, ONR grants NOQ014-08-1-0431 and
NO0014-05-1-0185, and DARPA contract NBCHDO30010.

Mission
Our mission is to advance the philosophy, science, and technology of pan-lingual communication and
collaboration among human and artificial agents.

Video
m YouTube Video - Open Information Extraction at the University of Washington

Software
m ReVerb - Open Information Extraction Software

Demonstrations
= TextRunner - Open Information Extraction at Webscale
= RevMiner - Open Extractor for User Reviews (currently applied to venues in Seattle)

= Panlingual Translator

Research projects

KnowItAll

Opine

Semantically Tractable Questions
On ramps to the Semantic Web

P UL LTI FT§

Entailment

UW CSE Ph.D. alum Doug Downey is 2010
Microsoft Research Faculty Fellow

Oren Etzioni awarded a Washington Research
Foundation Endowed Entrepreneurship
Professorship in Computer Science &
Engineering, summer 2009

Eytan Adar received Best Student Paper
Award at WSDM '09 for The Web Changes

Everything: Understanding the Dynamics of
Web Content

Alan Ritter received Best Student Paper Award

at IUI '09 for Learning to Generalize for
Complex Selection Tasks

Alan Ritter and Tom Lin awarded National
Defense Science and Engineering Graduate
Fellowships

Michael Skinner wins TopCoder Competition

Fei Wu won the best paper prize at CIKM '07
for Automatically Semantifying Wikipedia

Michele Banko received Best Student Paper
Award at K-CAP '07 for Strategies for Lifelong
Knowledge Extraction from the Web

Press release announcing the launch of

D Trrmionoc



SERRIKEFEE R Hily: ReVerb

» ReVerb, an open-source extractor, which extracted
over 1,000,000,000 assertions from the Web.

<

7% Open Information Extraction : Turing

wCenter
WASHINGTON

Example Queries: @ Typed Example Queries: ©
What kills bacteria? What countries are located in Africa?

Who built the Pyramids? What actors starred in which films?

‘What did Thomas Edison invent? What is the symbol of which country?
What contains antioxidants? What foods are grown in which countries?

What drug ingredients has the FDA approved?

Argument 1: Relation: Argument 2:
Thomas Edison invent
Corpus:

NPT Q Search

20



Incandescent light bulb (193)

Phonograph (73)

the electric light (13)

the motion picture camera (6)
Film (4)

Carbon microphone (3)
1879 (3)

125 years (3)

thousands (3)
Electricity (3)

a sound machine (2)

a process (2)

Sewing machine (2)

Kinetoscope (2)

Incandescent light bulb

The incandescent light bulb, incandescent lamp or incandescent light globe produces
light by heating a filament wire to a high temperature until it glows. The hot filament is
protected from oxidation in the air with a glass enclosure that is filled with inert gas or
evacuated. In a halogen lamp, filament evaporation is prevented by a chemical
process that redeposits metal vapor onto the filament, extending its life. The light
bulb is supplied with electrical current by feed-through terminals or wires embedded
in the glass. Most bulbs are used in a socket which provides mechanical support and
electrical connections. Incandescent bulbs are manufactured in a wide range of
sizes, light output, and voltage ratings, from 1.5 volts to about 300 volts. They require
no external regulating equipment, have low manufacturing costs, and work equally well on either
alternating current or direct current. As a result, the incandescent lamp is widely used in household and
commercial lighting, for... (read more)

URI:

http:/f'www freebase.com/view/m/Ocpk?

Types:
faward/ranked_item (FreeBase)

law/invention (FreeBase)
llaw/us_patent (FreeBase)

Extracted Synonyms:

the light bulb

the lightbulb

the incandescent light bulb
the electric light bulb

the incandescent bulb

the incandescent lamp
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Extracted from these sentences:

invented

had invented

is credited with i..

Thomas Edison invented the incandescent bulb , the phonograph |, the DC motor and

other items in everyday use and became wealthy by doing so . (via ClueWeb12)
Thomas Edison invented the electric light bulb , central power generation , and the
phonograph , but failed in his effort to extract low-grade iron ore from sand . (via

ClueWeb12

Thomas Edison invented the lightbulb , the movie camera | and the phonograph . (via

ClueWeb12

Thomas Edison held 1097 patents and invented the light bulbk , the film camera , the
movie camera , the phonograph , and more . (via ClueWeb12)

For instance , Thomas Edison invented the lightbulb | the electric motor | the motion
picture camera , and a rock crusher for obtaining ore . (via Clue\Web12)

Thomas Edison invented the light bulb |, and the next morning everybody read about it
by candlelight . (via ClueWeb12)

Thomas Edison invented the electric light bulb | which was safer inside buildings . (via
ClueWeb12

Thomas Edison invented the light bulb |, but he could nt illuminate Las VWegas with it .

ST i A= ol A
via LAuevveDl L)

Thomas Edison invented the light bulb | Henry Ford the automobile |, Otto Rohwedder
gave us sliced bread . (via ClueWeb12)

Thomas Edison invented the light bulb |, and electricity . (via ClueWeb12)
Thomas Edison invented the light bulb |, Henry Ford invented the motor vehicle . (via
ClueWeb12

Thomas Edison invented the light bulb |, and soon electric streetlights illuminated lower
Manhattan . (via ClueWeb12

Thomas Edison had inventad the light bulb . and it looked as if candles would become
obsolete . (via ClueWeb12)

Thomas Edison had invented the incandescent light , but had not yet put it on the
market . (via ClueWeb12)

Thomas Edison is credited with inventing the light bulb . (via Cluae\Weaeb12)
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Markov Logic Networks

http://homes.cs.washinaton.edu/~pedrod/kbmn.pdf

Table I. Example of a first-order knowledge base and MLN. Fr( ) is short for Friends(), Sm( ) for Smokes( ). and Ca()

for Cancer( ).

English First-Order Logic Clausal Form Weight
Friends of friends are friends. VxVyvz Fr(x,y) AFr(y,z) = Fr(x,z) —Fr(x,y)V —Fr(y,z) Vv Fr(x,z) 07
Friendless people smoke. v (—(dyFr(x,y)) = Sm(x)) Frix,g(x)) VvV Sm(x) 2.3
Smoking causes cancer. vx 8m(x) = Ca(x) —Sm(x) v Ca(x) 1.5
If two people are friends, either VxVy Fr(x,y) = (Sm(x) < Sm(y)) —Fr(x,y) Vv Sm(x) VvV —Sm(y), 1.1
both smoke or neither does. —Fr(x,y) v —Sm(x) Vv Sm(y) 1.1

FinssaB)
~

-~

7

i

(Er_iends(A.%j Smokes(;&)—@mokm( —(Fm,nds(B ED

/ \‘-
Ct_f_z_ilmer( A ﬁ \/ a’f.ancen[ B})

(Friends(BA) )

Figure 1. Ground Markov network obtained by applying the last two formulas in Table I to
the constants Anna(A) and Bob(B).

10-803: Markov Logic Networks
Machine Learning Department,
Carnegie Mellon University

http://homes.cs.washington.edu/~
pedrod/803/
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Read the Web

Research Project at Carnegie Mellon University

Home Project Overview Resources & Data Publications People

NELL: Never-Ending Language Learning

Can computers learn to read? We think so. "Read the Web" is a research project
that attempts to create a computer system that learns over time to read the web.
Since January 2010, our computer system called NELL (Never-Ending Language
Learner) has been running continuously, attempting to perform two tasks each day:

= First, it attempts to "read,” or extract facts from text found in hundreds of
millions of web pages (e.g., playsInstrument (George Harrison,
guitar)). Browse the Knowledge Base!

* Second, it attempts to improve its reading competence, so that tomorrow it can
extract more facts from the web, more accurately.

So far, NELL has accumulated over 50 million candidate beliefs by reading the web, and it is considering these at different levels of
confidence. NELL has high confidence in 1,887,754 of these beliefs — these are displayed on this website. It is not perfect, but
NELL is learning. You can track NELL's progress below or @cmunell on Twitter, browse and download its knowledge base, read

more about our technical approach, or join the discussion group.




Recently-Learned Facts “*

loyce s potato wheat bread is a food

quidant corp is a biotech company

precrural is a vein

the bionic woman vol threeisa TV show

volkswagen It 311s a model of automobile

phoenix_airport is an airport in the city phoenix_metro

national city is a company headquartered in the city cleveland

english is a language used in the university santa_clara_university

queen elizabeth hall is a building located in the city london

mr_is a person who belongs to the organization house

739
739
137
739
134

< o |ﬂ}f'9é| J

24-may-2013
02-jun-2013
02-jun-2013
24-may-2013

09-jun-2013
09-jun-2013
04-jun-2013
09-jun-2013
24-may-2013
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SE3ERHE (Linked Data)

« KRG+ (20115F98)
Domain No of Triples| % of Cloud| No of Links % of

Links
Media 698.000.000 10,4% 1.238.000 0,8%
Publications 212.000.000 3,2% 4.922.000 3,3%
Life Sciences 2.429.000.000 36,1%| 133.199.000 89,4%
Geographic Data 3.097.000.000 46,0% 4.038.000 2,7%
User Generate 76.000.000 1,1%
Content 1.559.000 1,0%
Cross-Domain 214.000.000 3,2% 3.992.000 2,7%
Total 6.726.000.00

148.948.000

[]
6.7billion facts




HBAMRANRE

« BENMPVEMEEZEANIR. SBEXNMIRERIR
« HBTBYENR SR LUS & P 3R FEK, LLGoogle IR El1E
(51Z/|\9317-|-‘, 3512/\5.55’3) 151
o FERALAERUREAEZERR, NTEXAEHERED
o EXHIREEXRTHEBMIASED
« HPINMRENEEEMESD, TEERC—RinfoboxEREEZ

- AEMRENE SRS EEEEARYE)

Language Article Infobox Percentage
English 4064524 1554096 38.24%
German 1834301 348531 19.00%
French 1734147 503467 29.03%
Dutch 1176405 409703 34.83%
Spanish 1151934 508282 44.12%
|Ch'|nese 499405 108673 21.76%
Baidu 4779013 168236 3.52%
Hudong 1991184 390678 19.62%

Google 1IN [EiE HE B R B21%H 32 3L E Hinfobox
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Tk E,JEE ﬁl\\\“ﬁﬁ?
Kurzweil “I set the date for the Singularity —
representing a profound and disruptive

transformation in human capability — as 2045”

HOWTO

CREATE
MIND

THE SECRET OF
HUMAN THOUGHT REVEALED

KURZWEIL RAY KURZWEIL



#

wX(CCL 2013) X E—)E

.

5?{11:1 =
2=(NLP- NABD 2013)

“FR

—IMEBHERIZRIS
%‘I“—AJ EEx

%ﬁf =R
H o F AR

~

&

zi%” E)

&

e
pe SN

http://210.29.169.226/CNC =

CL2013/home.html

\£J_A
I=0=]

Maosong Sun Min Zhang
Dekang Lin Haifeng Wang (Eds.)
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Chinese Computational
Linguistics and

Natural Language Processing
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